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Yerel Kredi AKTS Ders Uygulama Laboratuar
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Uygulamali Optimizasyon

IST4422 3 5 3 0 0

Onkosullar Yok
Yariyil Bahar
Dersin Dili ingilizce, Tiirkce

Dersin Seviyesi

Lisans Seviyesi

Ders Kategorisi

Temel Meslek Dersleri

Dersin Verilis Sekli

Yuz yuze

Dersi Sunan Akademik Birim

istatistik Bolimii

Dersin Koordinatori

Gilder Kemalbay

Dersi Veren(ler)

Gilder Kemalbay

Asistan(lar)i

Dersin Amaci

Bu dersin amaci, 6grencilerin miihendislik, ekonomik ve sosyal olgulardan dogan
problemlerin matematiksel modelleri kurup ¢dzebilmeleri icin gerekli kuramsal ve
uygulamali altyapiyr kazanmalarina; modelleme-¢ézim-yorum déngusuni
pekistirerek istatistik, matematik ve mihendislik arasindaki gtglu iligkiyi
kavramalarina yardimci olmaktir. Ders ayni zamanda, Python/R veya Mathematica
gibi araclarla sayisal modelleme ve ¢ogaltilabilir caisma aliskanlklarini destekleyip
aktif 6grenme ve problem ¢dézmeye dayal 6gretim tasarimiyla 6grencilerin elestirel
disiinme, iletisim ve takim galismasi becerilerini gliglendirmeyi amaglamaktadir.

Dersin igerigi

Optimizasyonun temelleri; lineer programlama; lineer olmayan programlama;
global optimizasyon; nimerik ¢dzimler.

Opsiyonel Program
Bilesenleri

Yok

Ders Ogrenim Ciktilari

1 Bu dersi bagari ile tamamlayan 6grenciler, Gergek yagsam problemlerini optimizasyon teknikleriyle

modelleyebilecek, uygun amag/kisitlari belirleyerek ¢6zim stratejisi gelistirebileceklerdir.

2 Farkl disiplinlerden (mihendislik, ekonomi, veri bilimi vb.) uygulamali érnekleri kuramsal gergeveye

oturtup ¢dzimleyebileceklerdir.

3 Optimizasyon problemlerini ¢6zmek igin bilgisayar programlarini (Python/Mathematica vb. ) kullanarak

model kurup ¢6zimleyebilecek ve sonuglari dogrulayabileceklerdir.

4 Dogrusal ve dogrusal olmayan optimizasyon problemlerini uygun numeric algoritmalarla ¢6zebilecek,

¢6zuman gegerlilik ve duyarhihgini yorumlayabileceklerdir.

5 istatistik—-matematik—miihendislik arasindaki giiclii iliskiyi kavrayip disiplinler arasi baglamda sonuglari

yorumlayabileceklerdir.

Haftalik Konular ve ilgili On Hazirhk Calismalari

Hafta [Konular

On Hazirlk
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Konu Anlatimi: Dogrusal/dogrusal olmayan, tek-¢ok degiskenli,
kisitli/kisitsiz, tirevlenebilir/tirevienemez problemler; amag-kisit-
degisken kavramlari. Sinif-ici Uygulama (5 dk.): Verilen bir
senaryoyu (Uretim/ulagim) dogru sinifa yerlestirme. Sinif-igi
Tartisma (5 dk.): Neden farkli problem siniflari farkli ¢6ziim
yaklasimi gerektirir?

1. Optimizasyon teorisinin amag
fonksiyonu, degisken, kisit gibi temel
kavramlarinin hatirlanmasi ve
etkinlestirilmesi. Kaynak: Ders
Kitabi, 87-98.

Konu Anlatimi: Problem Formulasyonu; Mathematica programlama
dili ile optimizasyon temellerine giris. Sinif-igi Uygulama (5 dk.):
Verilen kisa s6zlu problem igin karar degiskeni—amag—kisit yazimi;
Mathematica ile 6rnek bir Minimize ¢agrisi. Sinif-igi Tartisma (5 dk.):
Modelleme hatalar (eksik kisit/yanlis amag) ve dogrulama kontrol
listesi.

1. Optimizasyon modellerinin
siniflandinimasi hakkinda bilgilerin
hatirlanmasi ve etkinlestiriimesi.
Kaynak: Ders Kitabi, 99-108. 2.
Mathematica programina ait girig
bilgilerinin okunmasi. Kaynak: 12-25

(1.

Konu Anlatimi: Grafiksel optimizasyon; iki degiskenli dogrusal
olmayan programlamada seviye egrileri ve uygun ¢6zim bélgesi;
kdse noktasi sezgisi. Sinif-igi Uygulama (5 dk.): 2 boyutlu bir
dogrusal olmayan programlama problemini seviye egrileri ve uygun
¢6zUm bdlgesi bolge lizerinde gorsellestirme. Sinif-igi Tartisma (5
dk.): Grafiksel yontemin gigli/zayif yanlar.

1. Mathematica’da Plot fonksiyonu
ile 2 boyutlu ve 3 boyutlu grafik
cizimlerinin incelenmesi. Kaynak:
32-42 [1].

Konu Anlatimi: Liste igslemleri, vektér ve matrisler; en kiigik kareler
ile veriye eg@ri uydurma. Sinif-ici Uygulama (5 dk.): Basit dogrusal
regresyon modelinde parametrelerin nokta tahmini. Sinif-igi
Tartisma (5 dk.): Asiri/eksik belirli sistemler ve artiklarin yorumu.

1. Hata kareler toplami
minimizasyonuna dayal en kiguk
kareler ydntemine ait érnegin
okunmasi ve incelenmesi. Kaynak:
Ders Kitabi, 130-131.

Konu Anlatimi: Lineer programlama (Lp), standart/kano-nik bigim;
dualite sezgisi; ag modelleri; kisa ag akis érnekleri. Sinif-igi
Uygulama (5 dk.): LP’nin temel fikri ve proje aglari ile iligkisi. Sinif-igi
Tartisma (5 dk.): LP vs. ag modelleri: hangisi ne zaman tercih
edilir?

1. Lineer programlama probleminin
genel yapisinin hatirlanmasi ve
etkinlestirilmesi. Kaynak: Ders
Kitabi, 259-262. 2. Lineer
programlamada duallik yapisi
boliumundn okunmasi. Kaynak: Ders
Kitabi, 302-306.

Konu Anlatimi: Tek degiskenli tireve dayali gézimler:
Newton—Raphson Y&ntemi, Secant Yontemi. Bir boyutta
kok/optimum iligkisi; yakinsama fikri. Sinif-igi Uygulama (5 dk.): Tek
degiskenli bir drnekte, tlrevi sifir yapan noktayi bulmak icin Newton
adimi ile bir drnek ¢bzimda. Sinif-igi Tartisma (5 dk.): Baslangic
noktasinin ve tirev bilgisinin etkisi.

1. Turevi sifir yapan noktalarin
bulunmasi icin Newton-Raphson
ybnteminin varsayimlarinin ve
baslangic¢ degerinin etkisinin
incelenmesi. Kaynak: Ders Kitabl,
131-135.

Konu Anlatimi: Tek degiskenli tirevsiz ¢éziimler: Altin Orana Dayali
Arama Ydntemi; tek tepeli (unimodal) aralikta kapsayan aralik
belirleme ve altin oran adimlari. Sinif-i¢i Uygulama (5 dk.): Kapali bir
aralikta altin oran tablosu olusturma. Sinif-igi Tartisma (5 dk.):
Turevsiz vs. turevli yontemlerin karsilastirmasi.

1. TGrevden bagdimsiz ¢6zim
yontemlerinin genel mantiginin
incelenmesi. Kaynak: Ders Kitabi,
137-139. 2. Altin oran kavraminin ve
Fibonacci say! dizisi ile iligkisinin
incelenmesi. Kaynak: Ders Kitabl,
143-145.

Midterm 1 / Practice or Review
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9 Konu Anlatimi: Cok degiskenli kisittamasiz tireve dayali ¢ézimler: |1. Cok degiskenli 1. ve 2. mertebe
Newton Ydéntemi, Kuazi-Newton Yéntemi, BFGS Algoritmasi. Sinif- | kosullar; Hessian matris
ici Uygulama (5 dk.): BFGS tek adim giincellemesi (kiiguk 6rnek). |kavramlarinin hatirlanmasi ve
Sinif-ici Tartisma (5 dk.): Hesap yikui; Hessian tam/yenilemeli etkinlestirilmesi. Kaynak: Ders
yaklasim dengesi. Kitabi, 77-81; 194-195. 2. Kuasi-

Newton yontemlerinin hangi
durumlarda avantajli oldugunun
arastirilmasi. Kaynak: Ders Kitabi,
204-205.

10 |Konu Anlatimi: Gok degiskenli kisitlamasiz tireve dayali ¢gézimler: | 1. Newton yontemi ile En dik azalig
En Dik Azalig Yéntemi, Levenberg Marquardt Algoritmasi. Sinif-igi | ydntemi arasindaki firkin
Uygulama (5 dk.): En dik azalista hat aramasi kontrol listesi. Sinif-i¢i |incelenmesi; En dik azalig
Tartisma (5 dk.): Ogrenme adimi/hat aramasinin yakinsamaya yOnteminde arama yéninin negatif
etkisi. gradyan olarak belirlenmesi fikrinin

okunmasi. Kaynak: Ders Kitabi, 214.
2. Levenberg—Marquardt
algoritmasinin, En dik azalis ve
Newton yontemine dizenleme
ekleyerek ¢6zime kararlilik
kazandirdidi fikrinin okunmasi.
Kaynak: Ders Kitabi, 217.

11 |Konu Anlatimi: Cok degiskenli kisitlamasiz tlirevsiz ¢géziimler: 1. TUrevsiz arama mantigi;
Nelder-Mead Ydntemi, Tabu Algoritmasi. Sinif-ici Uygulama (5 dk.): |Nelder—Mead yénteminde temel
Nelder—-Mead tek iterasyon (simplex noktalarinin glincellenmesi). simpleks glincelleme adimlarinin
Sinif-ici Tartisma (5 dk.): Yerel en iyiye takilma ve cesitlilik incelenmesi. Kaynak: Ders Kitab,
stratejileri. 226-230. 2. Tabu Algoritmasi genel

akis semasinin incelenmesi.
Kaynak: 420-422 [3].

12 |Konu Anlatimi: Cok degiskenli kisitlamasiz tlrevsiz ¢géziimler: 1. Metropolis Kabul kuralinda daha
Tavlama Benzetim Yontemi. Sinif-igi Uygulama (5 dk.): Kiguk bir kotu adimlarin zaman zaman
maliyet fonksiyonunda Benzetimli Tavlama kabul/red 6rnekleri. Sinif-|olasilikla kabul edilmesi ve yerel
ici Tartisma (5 dk.): Soguma hizinin kesif-sémdiri dengesine etkisi. |tuzaklardan kaginilmasi; sicaklik

cizelgesiyle bu kabul olasiliginin
kontrolll bicimde disirilmesi
fikirlerinin incelenmesi. Kaynak: Ders
Kitabi, 236-237.

13 [Konu Anlatimi: Cok degiskenli kisitlamasiz tirevsiz ¢ézimler: 1. Genetik Algoritmanin temel
Genetik Algoritma. Sinif-ici Uygulama (5 dk.): ikili kodlamali kiigiik | bilesenleri (kodlama, uygunluk,
bir Genetik Algoritma turu. Sinif-igi Tartisma (5 dk.): Genetik segim-gaprazlama-mutasyon, durma
Algoritma’nin hiperparametre duyarlihg: ve melez yaklagimlar. Olgitleri) icin sematik 6zetin

incelenmesi. Kaynak: Ders Kitabi,
237-238.

14 [Konu Anlatimi: Kisitlamali lineer olmayan optimizasyon igin nimerik [1. Karush-Kuhn-Tucker (KKT)
¢6zimler; Ardisik Karesel Programlama (SQP) yontemi; aktif-kiime |kosullarinin hatirlanmasi ve
sezgisi. Sinif-ici Uygulama (5 dk.): Basit bir SQP alt problemi kurma. |etkinlestiriimesi. Kaynak: Ders
Sinif-ici Tartisma (5 dk.): SQP’nin glcli yanlar ve hassas oldugu Kitabi, 375-377.
durumlar.

15 |Konu Anlatimi: Odrenci sunumlarinin dinlenmesi Sinif-ici Uygulama |1. Mathematica, R, Python veya

(15 dk.): Secilen gergek yasam probleminin modellenmesi, uygun
bir algoritma ile programlanarak ¢ézimlenmesi ve sonuglarin
yorumlanmasi. Sinif-igi Tartisma (5 dk.): Modelin varsayimlari,
sinirhliklar ve olasi iyilestirmeler.

Matlab dillerininn birinde dersin
konulari tzerine yapilacak bir
uygulamanin kodlarinin hazirlanmasi
ve 6rneklendirilmesi.
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16 |Final

Degerlendirme Sistemi

Etkinlikler Sayi Katki Payi
Devam/Katilim
Laboratuar
Uygulama
Arazi Galismasi
Derse Ozgii Staj
Kiguk Sinavlar/Stidyo Kritigi
Odev 1 20
Sunum/Jiri
Projeler
Seminer/Workshop
Ara Sinavlar 1 40
Final 1 40
Doénem igi Calismalarin Basar Notuna Katkisi 60
Final Sinavinin Basari Notuna Katkisi 40
TOPLAM 100

AKTS isyiikii Tablosu

Etkinlikler Sayi Siiresi (Saat) |Toplam isyiikii
Ders Saati 14 3 42
Laboratuar
Uygulama
Arazi Galismasi
Sinif Digi Ders Galismasi 14 4 56
Derse Ozgii Staj
Odev 1 10 10
Kigik Sinavlar/Studyo Kritigi 0
Projeler
Sunum / Seminer
Ara Sinavlar (Sinav Siresi + Sinav Hazirlik Stresi) 1 10 10
Final (Sinav Siresi + Sinav Hazirlik Suresi) 1 20 20
Toplam isyiikii 138
Toplam isyiikii / 30(s) 4.60
AKTS Kredisi 5
Diger Notlar Yok
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